AP Bio

CHI Square- Introduction and Example Problem
THE CHI-SQUARED TEST
Despite the misuse and abuse they get in everyday life, when you're studying genetics, statistics really are helpful, particularly when trying to figure out if your genes are ‘behaving’ in the way you think they should be. And one of the most important statistical tests you can carry out in genetics is the chi-squared (χ2) test.

Why would you need to carry out a χ2-test? Let's go back and look at Mendel’s F1 crosses for characteristics in pea plants (table 14.1 in your book) and a problem given on a worksheet regarding yellow/green, round/wrinkled peas. From our theoretical crosses, we figured out that when you cross two heterozygous parents (RrYy), you would expect to see a phenotypic ratio of 9 round, yellow peas: 3 round, green peas: 3 wrinkled yellow peas: 1 wrinkled green pea in the offspring. But what if we actually did this cross for real? Would the numbers we were expecting to see be the same as the numbers we'd actually observe in real life? And how would you prove that what you did see wasn't due to random chance? That's where your χ2–test comes in!

Let's say we actually did this cross in lab and counted the numbers of peas we actually got (Observed):
	Round Yellow Peas
	Round Green Peas
	Wrinkled Yellow Peas
	Wrinkled Green Peas

	219
	81
	69
	31


Is that a 9:3:3:1 ratio? Possibly, but let's prove it.

Because this is a test, you have to have a hypothesis that can be tested and proved either right or wrong: for the χ2–test, this is known as the null hypothesis. The null hypothesis basically states that there is no difference between the results you observed and the ones you were expecting, in this case a 9:3:3:1 ratio. But how do we do that mathematically?

Here's how:
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Looks a little intimidating at first sight, doesn’t it? Let's break it down into its component parts so it doesn't look so bad:

First, we need to calculate the number of each phenotype we would expect to see if we did get a perfect 9:3:3:1 ratio. You do this by finding the total number of your actual peas (219 + 81 + 69 + 31 = 400) and dividing it by the numbers expected from your ratio (9 + 3 + 3 + 1 = 16). This ratio = 25. Now multiply that by 9 or 3 to get your final expected numbers, as shown in the table below: (Ex- 25 x 9 = 225; 25 x 3 = 75, etc.)


	Phenotype
	Observed (O)
	Expected (E)

	Round Yellow Peas
	219
	225

	Round Green Peas
	81
	75

	Wrinkled Yellow Peas
	69
	75

	Wrinkled Green Peas
	31
	25

	Total
	400
	400


Next, we need to work out the difference between the Observed and Expected (O-E), and then (to get rid of any inconvenient negative numbers), square that result: (* see the formula for X2)
	Phenotype
	Observed (O)
	Expected (E)
	O – E
	(O – E)2

	Round Yellow Peas
	219
	225
	-6
	36

	Round Green Peas
	81
	75
	6
	36

	Wrinkled Yellow Peas
	69
	75
	-6
	36

	Wrinkled Green Peas
	31
	25
	6
	36

	Total
	400
	400
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Now we can calculate the rest of the equation, by dividing the (O – E)2 result by the                               Expected number for that phenotype and adding them all together:
	Phenotype
	(O – E)2
	E
	(O – E)2 / E

	Round Yellow Peas
	36
	225
	0.16

	Round Green Peas
	36
	75
	0.48

	Wrinkled Yellow Peas
	36
	75
	0.48

	Wrinkled Green Peas
	36
	25
	1.44

	Total
	
	
	2.56


So for our example, the calculated χ2 value = 2.56. But it's just a number: how does it prove or disprove our null hypothesis: that there is no difference between the observed and expected results?

Now we need to bring in another factor, something known as the degrees of freedom (df). These take into account the number of different classes represented by the cross, in this case = 4 (as we have four different phenotypes). The more classes you have, the greater the variation you are likely to see from any expected numbers. To calculate your degrees of freedom, you take 1 from the number of classes you have, so in our example, the degrees of freedom = (4 - 1) = 3. (*see the handout ‘Degrees of Freedom’)

Almost there! Now we have our calculated χ2 value (2.56) and our degrees of freedom (3), we can go and take a look at a χ2 probability table (there's an example of one here). We want to know if our result is statistically significant, and for most genetics tests, a significance (or confidence) level of 0.05 is used (which means that 95 times out of 100, you would see exactly what you were expecting to see, with variation occurring 5 times out of 100 purely due to random chance). If you look at the example probability table for a significance level of 0.05 (along the top) with 3 degrees of freedom (down the left hand side), the χ2 value = 7.81. Because our value is less that that (2.56), we can ‘accept’ our null hypothesis and say with 95% confidence that there is no difference between the expected and observed results. HOWEVER, you cannot state it quite that way. YOU MUST SAY ‘FAIL TO REJECT’ (INSTEAD OF ACCEPT). If our χ2 value had been greater than 7.81, then we would have to state that there was a statistically significant difference between the numbers we observed and the numbers we were expecting, and that yellow/green and round/wrinkled were not behaving in the way we had predicted, so in this case we would reject the null hypothesis.
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